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I am pleased to present the “conversational manuscript,” 
a novel way of engaging with scientific content, sup-
ported by the Journal of Neurosurgery Publishing 

Group (JNSPG). As part of a pilot project, readers can 
dynamically interact with a scientific manuscript, limited 
only by their imaginations. This project was made pos-
sible by fine-tuning large language models (LLMs)—in 
this case OpenAI’s GPT-4—on the contents of a manu-
script. My motivation behind developing the conversa-
tional manuscript came from a desire to leverage the ex-
traordinary capabilities of LLMs to interpret and generate 
text to improve the transfer of scientific information across 
disciplines and to the public. Although this current con-
versational manuscript is limited to a single publication,1 
it serves as a natural starting point and test case for this 
technology. Because each monthly issue is centered on a 
unique theme, the technology could potentially be inte-
grated, for example, throughout an entire issue of Neuro-
surgical Focus as a next step in this process. 

In the subsequent text, I will provide the historical con-
text and explain the underlying functioning of LLMs so 
that readers may come away with a more comprehensive 
understanding of a technology that is poised to signifi-
cantly influence our daily activities as neurosurgeons and 
researchers.

Technological innovation has profoundly shaped the 
production and dissemination of scientific knowledge. 
Since 1952, science has exhibited striking publication 
growth at a rate of 5% a year, effectively doubling every 
14 years.2 Given the sheer volume of new information, it 
is impossible for any one person to stay fully up to date. 

However, despite the rapid increase in the quantity and 
accessibility of knowledge, the structure of text remains 
a unidirectional flow of information from the publication 
to the reader, fixed in its original language, context, and 
technical terminology. This specialized language creates 
barriers to interdisciplinary collaboration and public un-
derstanding, especially in fields (such as medicine, com-
puter science, and engineering) that rely heavily on com-
plex terminology.

LLMs constitute a type of artificial intelligence (AI) 
model that has been trained on extensive written data 
and represents yet another paradigm shift in technology. 
Vaswani et al. laid the foundation for modern LLMs in a 
2017 paper titled, “Attention is all you need.”3 Since then, 
more than 100 LLMs have been developed,4 with the most 
well-known being OpenAI’s ChatGPT. Although the first 
model, GPT-1, was produced in 2018,5 it was only with 
the release of GPT-3.5 (the LLM underlying ChatGPT) on 
November 30, 2022, that LLMs gained recognition by the 
broader public. At the time, OpenAI’s website quickly be-
came the fastest growing consumer internet application in 
history, with 100 million active users within 2 months of 
ChatGPT’s release. Recent data from May 2023 suggests 
a staggering 2.24 billion visits to OpenAI’s website (which 
hosts ChatGPT) per month.6

Much attention has been spent on the impact of LLMs 
on scientific publishing, and with good reason—LLMs 
have the potential to upend scientific writing through their 
generation of text.7 However, there has been less focus on 
their capacity to change how science is consumed. The 
conversational nature of LLMs allows users to dynamical-
ly interact with scientific manuscripts. Through engaging 
with these conversational manuscripts, ambiguous con-
cepts can be clarified and contextualized within a broader 
context, and text can be condensed, highlighted, or trans-
lated to another native language, depending on the needs 
of the reader. In this way, LLMs facilitate the transfer of 
knowledge across different scientific disciplines and lan-
guages, and from researchers to the public.

If LLMs are to be the conduits of scientific knowledge, 
it is essential that they are factually accurate, up-to-date, 
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and transparent. Currently, if an LLM is asked about top-
ics that fall outside its original training data set, it may 
either state that it “doesn’t know” or may produce an in-
correct answer. The latter behavior is known as “hallu-
cinating.” At the time of this writing, the latest iteration 
of OpenAI’s GPT-4 has a cutoff date of September 2021, 
while Google’s LLM, Bard, has a cutoff date of March 
8, 2023. As such, niche topics and recent publications are 
not accessible to the base consumer-facing LLMs, high-
lighting the need for advanced techniques to enhance their 
knowledge base and adaptability. 

Fortunately, LLMs can be fine-tuned to serve as con-
tent experts, capable of understanding and interacting 
with information from hundreds of scientific papers to 
which they had no prior exposure. To grasp this process, 
it is important to understand how LLMs such as ChatGPT 
function (Fig. 1). ChatGPT does not understand text as we 
do. Instead, it converts “tokens,” roughly four-character 
subsets of text, into numerical values that pinpoint a loca-
tion in a multidimensional space (1536 dimensions, to be 
precise). When a user presents a question or instruction to 
ChatGPT, the model searches the space for the most prob-
able semantically related content and generates a response 
(Fig. 1, Stage I left). As the conversation proceeds, or if a 
substantial amount of text is introduced, the model even-
tually reaches its working memory limit (Fig. 1, Stage II 
center). Once the working limit is reached, the model is 
effectively rendered amnesic to portions of the text and 
the risk of hallucinations increases. However, this working 
memory limitation can be circumvented by preprocessing 
text into numerical representations, each embodying sev-
eral thousand characters from the original. These repre-
sentations are then stored within the aforementioned mul-
tidimensional space. This space thus serves as a searchable 

index and enables the model to efficiently navigate and re-
trieve pertinent responses while providing direct citations 
to the source material (Fig. 1, Stage III right). Because 
the source material was not processed by the model, its 
working memory remains unencumbered and the risk of 
hallucinations is greatly reduced. Consequently, users can 
judge whether the model’s response accurately reflects its 
provided citations. Library of Congress human-generated 
keywords will likely be a relic of the past, as LLMs will be 
able to directly search through scientific source material. 
It is not implausible to imagine such a system incorporat-
ing patient-specific data and serving as a clinical decision 
support tool.

It is also worth noting that, in accordance with OpenAI’s 
terms-of-use policy,8 content provided via their Applica-
tion Programming Interface (API), such as the method 
described above, is not used to “develop or improve” their 
services. Consequently, for a conversational manuscript, 
ownership rights remain with the copyright holder. Impor-
tantly, this protection does not extend to non-API content, 
creating a potential risk of copyright infringement if a 
manuscript is directly copied and pasted into the ChatGPT 
model on OpenAI’s website. The use of copyrighted mate-
rial in the training of generative AI is a contentious area 
of law. Indeed, the proposed AI regulatory bill from the 
European Union (the AI Act) imposes explicit limitations 
on the use of copyrighted materials in generative AI ap-
plications like ChatGPT.9

Finally, neurosurgery has consistently been at the cut-
ting edge of technological innovation. The JNSPG con-
tinues this trend with the deployment of a prototype con-
versational manuscript to enhance reader engagement 
with scientific content. This marks the first instance of 
a scientific journal providing such a service. As LLMs 

FIG. 1. A three-panel infographic demonstrates the use of LLMs in the creation of a conversational manuscript. Stage I (left) illus-
trates the model’s initial tokenization and dimensional representation process, emphasizing the risk of hallucinations when queried 
about topics beyond its knowledge cutoff date. Stage II (center) presents an unsuccessful attempt to enhance the model’s capabil-
ities by simply introducing additional context via simple copy and paste. Stage III (right) showcases the successful circumvention 
of these limitations through preprocessing text into numerical representations, effectively reducing the risk of hallucinations, 
enhancing response accuracy, and allowing direct citations from the source material. Figure is available in color online only.
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become more cost-effective, we may witness the prolific 
emergence of this and other generative AI technologies 
in our lives. 

Important questions remain, such as how an LLM 
trained on the sum-total of scientific knowledge would 
balance the relative importance of each manuscript or fact, 
given that scientific progress is characterized by the refu-
tation of existing theories. It is critical not to assign equal 
weight to obsolete theories and widely accepted ones, 
while also not overly guiding readers when true equipoise 
exists. One possible solution, aimed at introducing the 
least amount of bias, is to provide readers with sufficient 
context in instances of conflicting knowledge. This may 
take the form of providing the temporal relationships be-
tween theories, highlighting when and why knowledge has 
progressed over time, as well as direct citations from the 
source material to encourage a critical evaluation of the 
model’s responses. Furthermore, given the reduced cost 
and ease of access to generative AI, it is likely that mis-
information will outpace accurate content on the internet. 
This may present an opportunity for scientific journals 
to serve as guides in this chaotic information landscape. 
Despite these—and likely many more yet unseen—chal-
lenges, I am confident we will find solutions.

In conclusion, the proliferation of LLMs signals a sig-
nificant shift in the production and consumption of scien-
tific information. With their potential to enhance under-
standing across various disciplines and audiences, LLMs 
could pave the way for a new era of scientific communica-
tion. As we navigate these technological advancements, it 
is essential that we balance the immense potential of these 
tools with their potentially disturbing risks and limitations. 
Although challenges remain, the consistent evolution and 
refinement of these models promises a future where sci-
ence becomes ever more accessible and impactful.
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