
Large Eddy Simulation of Isothermal and
Non-isothermal Turbulent Flows in Ventilated Classrooms

Ramesh Balakrishnan1, Rao Kotamarthi1 and Paul Fischer2

1Argonne National Laboratory, Argonne IL 60439
2University of Illinois at Urbana-Champaign, Urbana, IL 61801

bramesh@anl.gov

Abstract
In this paper we present results from a full re-

solved large eddy simulations (LES) of a modified
Nielsen [10] test case, and a newly designed model
classroom, with di↵erent arrangements of student
units and ventilation pathways. The results of our
LES indicate that we are able to capture the flow
physics in the high Reynolds number jet region (i.e.
the region along the direction where the flow enters
the room via the ventilation ducts), resolve the re-
gions of the flow near the solid wall surfaces, and
simulate the e↵ects of temperature gradients on the
flow. We also demonstrate that despite the fact that
the number of grid points required for a fully re-
solved LES is higher than the meshing requirements
for Reynolds Averaged Navier-Stokes (RANS) sim-
ulations, our computational framework, which con-
sists of a higher-order (highly scalable) spectral ele-
ment code, makes it possible to use LES as an ef-
fective design tool.

1 Introduction
Since the discovery of the SARS-CoV-2 virus, and

the ensuing COVID-19 pandemic, we have come to
understand that the rule-of-thumb guidelines for so-
cial distancing (about six-feet) between people, is
at best a crude estimate [1] for an outdoor envi-
ronment, and in the absence of any prevailing wind.
In an enclosed environment, however, as evidenced
by the outbreak of COVID-19 in an indoor restau-
rant in Guangzhou, China (in January 2020), it has
been suggested [8] that the spread of the disease
was due to build-up of droplets and aerosols (that
had carried the SARS-CoV-2 virus), despite the fact
that the restaurant was ventilated and the people in
the restaurant were reasonably social-distanced from
each other, when seated around the table. This case
motivates the need for understanding the complex
flow physics, and the e↵ects of temperature and flow
turbulence on the migration and preferential accu-
mulation of aerosol particles of size [0.5, 15.0]µm,
that are exhaled by people during normal breathing
and speaking. Over the last year, therefore, there has
been renewed interest in simulating flows-particle in-

teractions in enclosed spaces, in order to assess the
length of time for which aerosol particles continue
to remain in a ventilated room, and to estimate the
deposition of aerosol particles in the neighborhood
of people in a room.

Ventilated rooms are marked by flows that are un-
steady (with regions of separated and recirculating
flows), and contain intermittent dead-zones where
the flow has very low velocity and turbulent kinetic
energy (TKE). Flows in classrooms, in particular, are
also marked by the fact that students create islands
(discrete regions) in the room with fairly large local
temperature gradients (due to their body temper-
ature being higher than the ambient temperature),
and local aerosol concentration gradients (due to the
aerosols that are emitted when they breathe/speak),
that adds more complexity of the flow. Due to the
computational cost of doing resolved simulations of
the flow-field, which is inherently unsteady, the vast
majority of flow simulations in enclosed spaces has
been with RANS models (with known limitations
for predicting separated and recirculating flows), and
LES on coarse meshes [13] with very di↵usive sub-
grid scale (SGS) models. In particular, the use of
RANS for simulating such flows leads to poor (and
even incorrect) predictions of the e↵ects of temper-
ature and flow turbulence on the dispersion and de-
position of aerosol particles. Further, the paucity
of high resolution experimental data, with very lim-
ited statistical information about the velocity and
temperature fluctuations in an enclosed space makes
it di�cult to assess (and improve) RANS models,
to predict quantities of interest in what-if scenarios
rapidly and reliably (with quantification of the un-
certainties). There is a need, therefore, for a com-
putational capability for using LES, to design newer
experiments of flows in enclosed spaces (with im-
proved measurements of turbulence statistics), and
to also serve as a design tool (to inform HVAC man-
ufacturers and building engineers).

The goal of our research, therefore, was two fold:
i.) to advance our understanding of turbulent flows
in enclosed rooms, and to inform the development of
new experiments, via well-resolved large eddy simu-
lations of isothermal and non-isothermal flows at re-



alistic ventilation flow rates, and ii.) to demonstrate
LES as a viable tool for designing indoor ventila-
tion systems, by exploring the parameter space via
ensemble simulations on heterogeneous computing
(i.e. CPU+GPU) platforms. In our study, we have
considered isothermal and non-isothermal flows in a
modified Nielsen test case, and a model classroom,
with di↵erent ventilation patterns (by changing the
location of HVAC vents), and changes to the layout
of student units in the classroom.

2 Methodology
To model the turbulent flow in a ventilated room,

we solve the incompressible Navier-Stokes equation,
modified by the addition of a buoyancy force term
(via the Boussinesq approximation), and the temper-
ature equation, together with the continuity equa-
tion to ensure that the velocity field is divergence
free. The governing equations are given by:
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where u is the velocity, T is the temperature, P is
the pressure, ⇢0 and T0 are the density and temper-
ature of the undisturbed fluid (air), respectively, � is
the coe�cient of thermal expansion, cp is the heat
capacity of the fluid, and � is the thermal conduc-
tivity of the fluid. For isothermal flow simulations
we only evolve equation (1) with the continuity con-
straint (3).

The governing equations are evolved using the
higher-order (highly scalable) spectral element code,
Nek5000, and the newer GPU enabled nekRS spec-
tral element code. The Nek5000/nekRS codes [11,
2] are based on a high-order spectral element method
(SEM) in which the solution is represented with pth-
order tensor-product polynomial bases in each of E
elements, for a total of n ⇡ Ep3 grid points in the
domain. Typical values of p are 5–9, with p = 7
being the most common choice. These methods are
exponentially convergent in p, which means that nu-
merical dispersion is minimal for all resolved modes
(i.e., all modes, in the case of DNS). We use the
Pn � Pn formulation, which means that P and u
are collocated on the Gauss-Lobatto-Legendre (GLL)
points, and are represented by basis functions of the
same polynomial order. The nonlinear term is fully
dealiased which ensures that the eigenvalues of the
transport operator are imaginary and that method is
therefore stable for any timestepper whose stability
region encompasses the imaginary axis near the ori-
gin, as in the present case [9]. Navier-Stokes time
advancement uses 3rd-order BDF/extrapolation in

Figure 1: Volume mesh for the isothermal and non-
isothermal simulations of the Nielsen experiment [10] and
the modified Nielsen case.

time, with explicit treatment of the nonlinear term
and independent system solves for the viscous and
pressure updates. The viscous systems are diagonally
dominant and require only a few iterations of Jacobi-
preconditioned conjugate gradients for each step.
The pressure solve uses p-multigrid with overlapping
Schwarz smoothing [4, 5]. For the coarsest level, we
use the AMG solver that is in Nek5000’s gslib pack-
age, which is specifically tuned this class of prob-
lems with minimal communication overhead [5, 3].
In sharp contrast to the the p-type finite element
method, which has O(Ep6) complexity, the storage
for the SEM scales as n, independent of p, while the
leading-order work term scales as np = Ep4. More-
over, the SEM features a communication-minimal
stencil depth of unity, independent of p. All the
O(p4) terms can be cast as dense matrix-matrix
products involving tensor contractions with O(p⇥p)
operators applied to O(p3) data for each element, in
parallel. On Summit V100s, the principal work ker-
nels are realizing 1–2 Tflops (fp64) by leveraging the
libParanumal library of Warburton and co-workers
[6, 12].

3 Results

Nielsen Experiment
In order to demonstrate the highly accurate

jet and wall resolved LES flows fields obtained
from spectral element based LES, we simulated the
Nielsen experiment [10], with the flow conditions as
in [7], and also extended this test case (modified
Nielsen case) for non-isothermal flows. For the iso-
thermal and non-isothermal cases, the domain was
meshed as shown in Fig. 1. Two sets of meshes were
used, with the finer mesh consisting of approximately
double the number of GLL points, in order to ensure
that the mean flow solutions (for the isothermal flow
case) were mesh converged. The mesh consisted of
85491 hexahedral elements, with seventh-order and
ninth-order polynomial as the basis functions for the
flow variables. For the isothermal case, the simu-
lations were averaged over 400 flow through times.

https://nek5000.mcs.anl.gov/
https://github.com/Nek5000/nekRS
https://github.com/paranumal/libparanumal
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Figure 2: Isothermal Simulation results for the Nielsen
experiment [10]. (a): �2 isosurface colored by velocity,
(b) velocity contours indicate the dead-zone in the front
of the room.

Figures 2a and 2b show the �2 iso-surfaces, colored
by velocity, and a contour plot of the velocity on the
mid plane, and on a plane just above the floor of the
room. Since the flow comes in from an inlet on the
top left wall of the room, and exits from an outlet
on the bottom right wall of the room, we note the
formation of a large dead-zone near the inlet wall
where the flow is almost stagnant. In order to
consider the transient e↵ects of cooling and heating
we considered two cases that were each initialized
with the velocity field obtained from the isothermal
case. In the first of these two additional cases, the
temperature of the incoming air was colder than the
ambient by 5o Celsius, and in the second case, the
incoming air was hotter than the ambient air by 5o

Celsius. For these non-isothermal cases, tempera-
ture boundary conditions were applied by: a) con-
sidering the walls of the room to be insulated (i.e.
adiabatic, with dT/dn = 0), b) specifying the in-
coming jet temperature at the inlet (Dirichlet BC),
and c) setting the temperature gradient dT/dx = 0
at the outlet boundary (similar to the velocity BC).
We evolved the simulation for one flow through time,
to mimic the flow and temperature transients in the
classroom, after which the HVAC unit is assumed to
cut out after the room temperature reaches a preset

(a)
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Figure 3: Non-isothermal results with the inlet temper-
ature 5o Celsius cooler than the ambient. (a): �2 iso-
surface colored by ✓, and (b) note the reduction in the
extent of the dead-zone in the front of the room.

value.
An important point to note from figures 3, and

4 is that the extent of the dead-zone, near the inlet
wall, is decreased when the incoming jet is cooler
than the ambient (fig. 3). This is due to the fact
that the cooler incoming air jet is less buoyant, and
creates a strong downward flow near the inlet wall
region, thereby pushing the dead zone closer to the
inlet wall. Further reduction in the temperature of
the incoming air causes the dead-zone to disappear.

However, when the incoming air is hotter than
the ambient, it is more buoyant and tends to stay
in the upper regions of the room, thereby creating a
stratification layer that reduces the turbulence inten-
sity in the room. As a result, the dead-zone extends
further away from the inlet wall when the incoming
jet is hotter (fig. 4).

Model Classroom
To simulate flows in a model classroom, we de-

signed a layout consisting of student units arranged
in 5⇥5 matrix layout, and a staggered layout, where
every alternate student unit was removed. The di-
mensions of the model classroom has a height of 3
meters, and length and width of 14 and 12 meters,
respectively. The student units, which represents the
space occupied by a seated student, together with
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Figure 4: Non-isothermal results with the inlet tempera-
ture 5o Celsius hotter than the ambient.(a): �2 isosurface
colored by ✓, and (b) note the increase in the extent of
the dead-zone in the front of the room.

the desk and chair is considered to be a 1⇥1⇥1m3

unit, and with a realistic flow rate that ranges from
[0.3, 0.6] m3/sec, a jet velocity that ranges from
[1, 2] m/sec, and temperature variations of ±20o

Celsius. The air flow rate in the model classroom cor-
responds to the ASHRAE recommended air changes
per hour (ACH) of ACH = 3. The Reynolds num-
ber of the flow in the model classroom is in the range
of [105, 2⇥ 105], based on the height of the student
unit. As a result, these simulations are at a higher
Reynolds number than that of the Nielsen experi-
ment, and are considerably more expensive.

While the e↵ects of temperature stratification in
the model classroom layouts are similar (qualitatively
speaking) to the results of the modified Nielsen case,
there are additional dead-zones that are created in
the space between the student units, where pathogen
laden aerosols can build up and remain trapped. In-
terestingly, for the case of isothermal flow in a model
classroom with a matrix layout (fig. 8), we note that
the arrangement of the HVAC inlet and the door of
the classroom on the same wall appears to prevent
the formation of dead-zones.

4 Conclusions
We have carried out LES that fully resolve the in-
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Figure 5: Staggered layout of student units. (a): spec-
tral element mesh of the model classroom, and (b): �2

structures and velocity contours suggest a dependence of
the extent of the dead-zone on the Reynolds number.

coming jet of air, for isothermal and non-isothermal
flows in the Nielsen experiment and modified Nielsen
case, respectively. The isothermal simulation results
for the Nielsen experiment compare well with [7],
and serve as a reference to understand the ef-
fects of buoyancy on the turbulence in a ventilated
room. The non-isothermal simulations on the modi-
fied Nielsen case highlight the e↵ect of temperature
stratification on the ambient turbulence levels, and,
in particular, on extent of the dead zones.

The simulations of the model classroom were car-
ried out for two di↵erent Reynolds numbers (based
on the inlet velocity and the height of the student
unit) together with combinations of the layout of
the student units and ventilation pathways. Care
was taken to ensure that the mesh resolution used
for our simulations resolved the flow in the incoming
jet as well as the flow over the walls of the room,
and the other solid wall surfaces therein. While the
e↵ect of temperature on the flow turbulence is qual-
itatively similar to that of the modified Nielsen case
(and has, therefore, not been reported in this paper),
this case allowed us to explore strategies for directing
the flow in a manner that nullifies the formation of
dead-zones. Further, the individual cases in the test
matrix for the model classroom, constituted an en-
semble of simulations on Summit, a heterogeneous
computing platform at Oak Ridge National Labora-
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Figure 6: Streamwise velocity plots on two di↵erent
horizontal planes. (a): contours on a plane at the height
of the student unit (z = 1.0), and (b): contours on the
mid-plane (z = 1.5).

tory. The use of the highly scalable Nek5000/nekRS
spectral element code for our simulations point to
the viability of using fully resolved LES as a design
tool for developing HVAC units for enclosed spaces,
such as o�ces and classrooms.

In this paper, our aim has been on understand-
ing the physics of isothermal and buoyant turbulent
flows in enclosed ventilated spaces, and on the loca-
tion and extent of dead zones. These intermittent
regions of low fluid velocity and TKE, are important
because the small aerosols (⇡ 1.0� 5.0µm) that are
either released within, or migrate to, these zones,
could linger in the room for much longer periods of
time. If these aerosol particles, that accumulate pref-
erentially in these dead zones, were to contain a high
virion density, the enclosed space as a whole could
become infected. Hence, it is necessary to under-
stand the conditions under which dead-zones form,
and to devise strategies for improving the ventilation,
in order to mitigate the risk of airborne infection.
While increasing the ACH is an e↵ective means of
flushing out airborne pathogens, such as the SARS-
Cov-2 virus, the means for doing this in classrooms
could be prohibitively expensive; especially in winter,
when it is impossible (in colder countries) to exploit
natural cross ventilation (by opening the windows)
to increase the ACH. As a result, we need to be
clever about designing new classrooms, and modi-

(a)
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Figure 7: Streamwise velocity plots on two di↵erent
vertical planes. (a): contours on a plane close to the
walls (y = 0.0), and (b): contours on the mid-plane
(y = 0.0).

fying existing classrooms, to increase the ACH in a
cost e↵ective manner. In the model classroom sim-
ulations that have been presented, we have explored
one such solution, which was to move the exit of the
classroom from the wall opposite the inlet wall, to
the wall that houses the HVAC inlet. With the com-
putational capability that we have developed, other
cost e↵ective design modifications to prevent the for-
mation of dead zones are being explored, and sim-
ulations of coupled flow-particle interactions to un-
derstand the e↵ects of thermal stratification on the
dynamics of aerosols are currently underway.
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Figure 8: Isothermal results showing the �2 structures
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zone seen in a).
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